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Abstract—The aim of this paper is to introduce a new system of 

Wiener - Hopf equation (SWHE) defined on a real Hilbert space. We 

study the system of nonlinear variational inequality problem on real 

Hilbert space. we consider a system of new fractional order Wiener-

Hopf dynamical system (SFOWHDS) for system of nonlinear 

variational inequalities problem (SNVIP) using the Wiener-Hopf 

equations technique. Moreover, the existence of a solution to such a 

fractional order Wiener -Hopf dynamical system is considered and 

there is demonstrated a systemic solution to such a dynamical system. 

We show that the solution of system of fractional order Wiener-Hopf 

dynamical system is exist and unique. This type dynamical system is 

interesting to study because it can be apply in the various real world 

problems.  
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INTRODUCTION  

Integer order differential and integral equations (IDEs) make 

up the majority of the mathematical models. Since a few 

decades ago, non-integer order differential equations (FDEs) 

have allowed for the more accurate and precise formulation of 

actual events. Many researchers have grown passionate in the 

study of fractional differential system dynamics in recent 

years, and many interesting and significant outcomes, which 

include factional-order differential systems having chaos have 

been reported. Recently, For the purpose of learning to use 

fractional calculus, Nonlinear system stability analysis has 

been enhanced. The use of fractional calculus to model 

nonlinear systems served as an inspiration, these studies used 

the integer-order stabilisation approach.  

The direct approach of fractional Lyapunov are suggested by 

the author in an effort to extend our understanding of 

fractional calculus and system theory. The use of fractional 

calculus in reality is made practical and inexpensive by 

quicker processing and less expensive memory. [Chen, [8]]. 

There are various area like informatics and material, control of 

fractional order dynamical system. In some cases, a fractional-

order controller for a non-integer order system may perform 

better in terms of transient response than a traditional integer-

order controller. Modern calculus is the generalization of 

classical integer-order calculus. Important uses in the sciences 

of mechanics, viscoelasticity, signal processing, economics, 

optimization, oceanography, bacteria that randomly move 

through fractal materials in search of food, neurons modelling, 

chaotic systems and others as well. It is significant to highlight 

that fractional differential systems can be used to explain a 

wide range of physical phenomena that include memory and 

inherited characteristics. For more read, we go to references 

[9]- [12].  

In 2014, Zeng at.al. [14] studies at a class of global non-

integer order projective dynamical systems and demonstrating 

the existence and originality of this kind of system's solution. 

With regard to these dynamical systems, it is possible to 

establish whether the equilibrium point exists and with the 

suitable conditions, its 𝛼-exponential stability. 

Stampacchia initially proposed the variational inequality 

problem in 1964 [1], whose definition is as below: 

Let C be a non-empty subset of Hilbert space H which is 

closed and convex and let consider nonlinear mapping T from 

subset C to H. The typical VIP is then introduced in the 

manner described below: ⟨𝑇(𝑥∗), 𝑥 − 𝑥∗⟩ ≥ 0,for all𝑥 ∈ 𝐶. (1.1) 

Variational inequality problem (VIP) is the name given to 

equation (1.1) and indicated by VI(C,T) and the collection of 

all solution of (1.1) is indicated by Ω(VI(C,T)), that is, 𝛺(𝑉𝐼(𝐶, 𝑇)) = {𝑥∗ ∈ 𝐶: ⟨𝑇(𝑥∗), 𝑥 − 𝑥∗⟩ ≥ 0, ∀𝑥 ∈ 𝐶}. 
The collection of all T’s fixed point is indicated by Fix(T). It 
is well know results that VIP (1.1), which is outlined as the 

fixed point problem (FPP) that follows: 
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find𝑥∗in𝐶such that𝑥∗ = 𝑃𝐶(𝐼 − 𝜇𝑇)𝑥∗. (1.2) 

where 𝑃𝐶 
is refer best approximation operator. from Hilbert 

space H to C, where 𝜇 > 0 is non-negative constant and I 

stand for mapping from H on to H, which is identity. If the 

mapping T is 𝜂-strongly monotone and 𝜅-Lipschitzian, then 

the operator 𝑃𝐶(𝐼 − 𝜇𝑇) is a contraction on subset C if 0 <𝜇 < 2𝜂/𝜅2. The Banach Contraction principle in this situation 

ensures that equation (1.1) has exactly one solution 𝑥∗ 
in C. 

Sequence is described as 𝑥𝑛+1 = 𝑃𝐶(𝐼 − 𝜇𝑇)𝑥𝑛, ∀𝑛 ∈ ℕ, (1.3) 

converges 𝑥∗ 
in C is known as The Picard iteration method's. 

This process is also called projection gradient method (PGM) ( 

see [2] ). Stampacchia studied the problem of variational 

inequality which widely use in field of mechanics. Moreover 

variational inequality is a one of the power full tool to 

studying different problem which are related to different 

branches of pure and applied mathematics. It is very useful in 

field of differential equation mechanics, transportation 

problem, operation research, control problem, equilibrium 

problem, fuzzy controls system and networking related 

problem. many authors use the concept of projection gradient 

method (PGM) in different ways, (see [3] [15] [16] [17]). This 

all technique are used in diverse area of science and being 

productive and innovative. This tech- nique are motivate to 

generalized the problem and extends the concept of variational 

inequality and convex optimization problem. 

In 2001, Verma [17] presented the generalized variational 

inequality problem system, which studied as below: 

Let 𝑇: 𝐻 → 𝐻 be the operator be nonlinear and C be a convex 

and closed subset of Hilbert space H that is not empty, to find 𝑥∗, 𝑦∗ ∈ 𝐶,such that {⟨𝜌𝑇(𝑥∗) + 𝑦∗ − 𝑥∗, 𝑥 − 𝑦∗⟩ ≥ 0,for all𝑥 ∈ 𝐶,⟨𝜂𝑇(𝑦∗) + 𝑥∗ − 𝑦∗, 𝑥 − 𝑥∗⟩ ≥ 0,for all𝑥 ∈ 𝐶. (1.4) 

here ρ, η > 0 be constant. In 2001, Verma [17] Some 

algorithmic methods involving converges analysis for roughly 

addressing the VIP has been proposed. Convex optimisation 

problems and various other linear and nonlinear variational 

inequality problems are resolved as well using the projected 

dynamical system (for more information, see [18, 20]). In 

1993, D. Zhang and A. Nagurney [21] introduce the 

Dynamical system and Variational inequality problem both 

and further in 1996 Further they studied about Projected 

dynamical system and VIP and provide some important 

results. 

Noor [24] investigated the fixed point formulation in 2003 for 

Evaluation of the differential equation for quasi type VIP is 

the goal. Numerous dynamical systems recognised and 

proposed by Dupuis and Nagurney [21] are included in this 

dynamical system and Friesz et al. [23]. 

Cojocaru et al. [4] in 2005, A Lipschitz continuous operator 

on every Hilbert space of finite dimensional, for any 

nonempty convex and compact set, evolutionary projected 

dynamical systems, and variational inequality problem were 

explored, and they demonstrated the solution to this sort of 

problem. 

The topic of dynamical systems has drawn the interest of 

several authors, who have written in these publications as a 

consequence of their thorough investigation. (see [21] [26] 

[28] [20] and the references therein). 

On the other hand, In 1991, P. Shi [16] introduced the Wiener-

Hopf equation and In 1992, Robinson [35] also studied 

Wiener-Hopf equation independently and using the projection 

technique. Wiener - Hope equation define as follows: 

 

Consider no-void, closed and convex subset C of real Hilbert 

space H and T be a nonlinear operator from C to H, We view 

that problem as finding 𝑥 ∈ 𝐻 such that 𝑄𝐶𝑥 + 𝜌𝑇𝑃𝐶𝑥 = 0, (1.5) 

 

 where 𝜌 > 0 be constant and 𝑄𝐶 = 𝐼 − 𝑃𝐶 substantiate the 

Wiener-Hope equation's equality with the variational 

inequalities. This show that solution of Wiener-Hope equation 

and solution of variational inequality problem can obtain if 

one of them exist and also unique. In 1993, Noor [36] show 

that generalized Wiener - Hope equation is equivalent to the 

variational inequity problem. In 2002, Noor [38] established 

the Wiener-Hopf equations method to analyse a dynamical 

system for variational inequality and to demonstrate the 

dynamical system's global asymptotic stability. The Wiener - 

Hopf dynamical system has global asymptotically stability 

property for pseudomonotone operator. In 2007, Noor and 

Zhenyu Huang consider about the types of nonlinear and non-

expansive operators utilised by the new class of Wiener Hopf 

equations.In 2010, Guanghui Gu and Yongfu Su [39] studied 

approximations of the Wiener-Hopf equation and generalised 

variational inequality problem. In 2013, Changun Wu [40] 

give theory to find the solution of Wiener - Hopf equation and 

common solution of variational inequality and sand a 

collection of non-expansive mapping's fixed points under 

some condition. 

Section 2 of this paper offers preliminary information, while 

Section 3 contains the major fact which show the solution of 

system of fractional order Wiener Hopf Projected dynamical 

system are exist and unique. Section 4 contains conclusion of 

this paper. 

PRELIMINARIES  

Firstly, we introduce some definition and lemma which are 

useful.  

Definition 2.1  A nonlinear operator T from C to H is called  

(1) monotone if  ⟨𝑇𝑥 − 𝑇𝑦, 𝑥 − 𝑦⟩ ≥ 0,for all𝑥, 𝑦 ∈ 𝐶, 
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(2) 𝜂-strongly monotone if ∃ 𝜂 > 0 such that  

 ⟨𝑇𝑥 − 𝑇𝑦, 𝑥 − 𝑦⟩ ≥ 𝜂 ∥ 𝑥 − 𝑦 ∥2 ,for all𝑥, 𝑦 ∈ 𝐶, 
(3) 𝛽-Lipschitzian if ∃ 𝛽 > 0 such that  

 ∥ 𝑇𝑥 − 𝑇𝑦 ∥≤ 𝛽 ∥ 𝑥 − 𝑦 ∥ ,for all𝑥, 𝑦 ∈ 𝐶, 
(4) Non-expansive if  

 ∥ 𝑇𝑥 − 𝑇𝑦 ∥≤∥ 𝑥 − 𝑦 ∥ ,for all𝑥, 𝑦 ∈ 𝐶, 
(5) Contraction if ∃ k ∈ [0, 1) s. t. 

 ∥ 𝑇𝑥 − 𝑇𝑦 ∥≤ 𝑘 ∥ 𝑥 − 𝑦 ∥ ,for all𝑥, 𝑦 ∈ 𝐶. 
 Let 𝑥 ∈ 𝐻 be a element not belong to subset C. A point 𝑧 ∈ 𝐶 

is said to be a nearest point to x if 𝑑(𝑥, 𝐶) =∥ 𝑥 − 𝑦 ∥. The set 

of all best approximations from x to C, which may or may not 

be empty, is denoted by  𝑃𝐶(𝑥) = {𝑦 ∈ 𝐶: 𝑑(𝑥, 𝐶) =∥ 𝑥 − 𝑦 ∥} (2.1) 

 Consider the closed, convex, nonempty subset C of the set H. 

Then, for any element 𝑥 ∈ 𝐻, there exist a unique best 

approximation point (nearest point) 𝑃𝐶(𝑥) of C such that  ∥ 𝑥 − 𝑃𝐶(𝑥) ∥≤∥ 𝑥 − 𝑦 ∥ ,for all𝑦 ∈ 𝐶. (2.2) 

 Note that 𝑃𝐶 
is non-expansive from H onto C. 

Lemma 2.1 [29] Given 𝑥 ∈ 𝐻, 𝑧 ∈ 𝐶, Then 𝑃𝐶(𝑥) = 𝑧 if and 

only if ⟨𝑥 − 𝑧, 𝑧 − 𝑦⟩ ≥ 0,for all𝑦 ∈ 𝐶. 
Proposition 2.1. [30] For any element 𝑥 ∈ 𝐶 and any 𝑣 ∈ 𝐶 the 

limit ∏𝐶 (𝑥, 𝑣) = 𝑙𝑖𝑚𝛿→0+ 𝑃𝐶(𝑥+𝛿𝑣)−𝑥𝛿 , 
exits and ∏𝐶 (𝑥, 𝑣) = 𝑃𝐶(𝑣).  
Definition 2.3. [30] Let H be a Hilbert space having any 

possible dimensions and 𝐶 ⊆ 𝐻 be a closed, convex, and 

nonempty subset. Let F be only one-valued mapping on C. 

Then the differential equation  𝑑𝑥(𝑡)𝑑𝑡 = ∏𝐶 (𝑥(𝑡), −𝐹(𝑥(𝑡))), 𝑥(0) = 𝑥0 ∈ 𝐶 (2.3)  

 is said to be the F and C-related projected differential 

equation. Then a solution to (2.3) is x(t) an absolutely 

continuous function if 𝑥: [0, 𝑇) ⊆ 𝑅 → 𝐻 with 𝑥(𝑡) ∈ 𝐶 , ∀ t∈[0, 𝑇) and 𝑑𝑥/𝑑𝑡 = ∏𝐶 (𝑥(𝑡), −𝐹(𝑥(𝑡))), for almost every 𝑡 ∈[0, 𝑇). 
To corroborate our conclusions regarding the concepts of 

stability in dynamic systems, the following definitions and 

lemma are important.  

Take note of the general differential equation 

 
𝑑𝑥𝑑𝑡 = 𝑓(𝑥(𝑡)), (2.4)  

Definition 2.5 [31]  

If 𝑓(𝑥∗) = 0 then 𝑥∗ point is referred to as the equilibrium 

point of equation (2.4).  

If for any 𝜀 > 0, ∃𝛿 > 0 such that, for any 𝑥0 ∈ 𝐵(𝑥∗, 𝛿) the 

solution x(t) of the differential equation with initial point 𝑥(0) = 𝑥0 
exists and 𝑥(𝑡) ∈ 𝐵(𝑥∗, 𝜀) (2.5) for all t > 0, then 

an equilibrium point 𝑥∗ 
of (2.4) called stable. 

Lemma 2.2. [33] (Gronwall Lemma) Let 𝑢̂ and 𝑣̂ be 

continuous real-valued functions with a domain {𝑡: 𝑡 ≥ 𝑡0}
 
and 

let 𝛼(𝑡) = 𝛼0(|𝑡 − 𝑡0|), where 𝛼0 be 
monotone non-

decreasing function. If for all 𝑡 ≥ 𝑡0,  

 𝑢̂(𝑡) ≤ 𝛼(𝑡) + ∫𝑡0𝑡 𝑢̂(𝑠)𝑣̂(𝑠)𝑑𝑠. (2.6) 

Then 𝑢̂(𝑡) ≤ 𝛼(𝑡)𝑒∫𝑡0𝑡 𝑣̂(𝑠)𝑑𝑠. (2.7) 

Lemma 2.3. [38] The VIP (1.1) have solution 𝑥∗ ∈ 𝐶 iff the 

Wiener - Hopf equation (1.5) have unique solution 𝑢 ∈ 𝐻 

where  

 𝑥 = 𝑃𝐶𝑢, (2.8)  

 𝑢 = 𝑥 − 𝜌𝑇𝑥. (2.9) 

Using the equation (2.8) and (2.9), the Wiener - Hope equation 

can be written as  𝑥 − 𝜌𝑇𝑥 − 𝑃𝐶[𝑥 − 𝜌𝑇𝑥] + 𝜌𝑇𝑃𝐶[𝑥 − 𝜌𝑇𝑥] = 0. (2.10) 

Using above equivalence, Noor analyze a new system 

associate with VIP (1.1) as follows: 𝑑𝑥𝑑𝑡 = 𝜆{𝑃𝐶[𝑥 − 𝜌𝑇𝑥] − 𝜌𝑇𝑃𝐶[𝑥 − 𝜌𝑇𝑥] + 𝜌𝑇𝑥 − 𝑥}.  
 (2.11) 

with 𝑥(𝑡0) = 𝑥0 and 𝜆 is constant. Equation (2.11) is known 

as Wiener - Hopf dynamical system.  

Now, let's think about new dynamical system: 

 𝐷𝜔𝛼𝑢(𝑡) = 𝛾{𝑃𝐶(𝑢(𝑡) − 𝜌𝑇𝑢(𝑡)) − 𝜌𝑇𝑃𝐶(𝑢(𝑡) − 𝜌𝑇𝑢(𝑡))+ 𝜌𝑇(𝑢(𝑡)) − 𝑢(𝑡)}, 
 (2.12) 

where 𝛼 ∈ (0,1) and γ is a constant related to VIP (1.1). The 

system (2.12) is called fractional order Wiener-Hopf 

dynamical system (FOWHDS) associated with a VIP (1.1).  

Definition 2.9. [45] Riemann-Liouville definition of non-

integer derivative of order 𝛼 ∈ ℝ, of u(t) is described as:  𝐼𝑡0𝛼 𝑢(𝑡) = 1𝛤(𝛼) ∫𝑡0𝑡 (𝑡 − 𝜏)𝛼−1𝑢(𝜏)𝑑𝜏, 𝑡 > 𝑡0, (2.13) 

where the Euler gamma function is denoted by 𝛤. 

Definition 2.10. [45] The Caputo derivative of non-integer 

derivative of order 𝛼 ∈ ℝ+ 
of function 𝑢(𝑡) ∈ℂ𝑛, ([𝑡0, +∞], ℝ) is given by  
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𝐷𝑡0𝛼 𝑢(𝑡) = 𝐼𝑡0𝑛−𝛼𝑢(𝑛)(𝑡) = 1𝛤(𝛼) ∫𝑡0𝑡 (𝑡 − 𝜏)𝑛−𝛼−1𝑢(𝑛)(𝜏)𝑑𝜏, 𝑡> 𝑡0, 
(2.14)  

where n is an integer that is positive so that 𝛼 ∈ (𝑛 − 1, 𝑛). 

Definition 2.12. [47] If the dynamical system's (2.12) any two 

solutions u(t) and v(t) with distinct beginning point by 𝑢0 and 𝑣0 satisfy the condition ∥ 𝑢(𝑡) − 𝑣(𝑡) ∥≤ 𝜂 ∥ 𝑢0 − 𝑣0 ∥ 𝑒−𝜆𝑡𝛼, ∀𝑡 ≥ 𝑡0, 
then the system (2.12) is called 𝛼-exponentially stable with 

degree 𝜆.  

Lemma2.4 [48] Let 𝑛 ∈ ℤ+ and 𝑛 − 1 < 𝛼 < 𝑛. 𝑢(𝑡) ∈ℂ𝑛[𝑎, 𝑏], then  𝐼𝑡𝛼𝐷𝑡𝛼𝑢(𝑡) = 𝑢(𝑡) − ∑𝑘=0𝑛−1 𝑢𝑘(𝑎)𝑘! (𝑡 − 𝑎)𝑘.  
In particular, if 0 < 𝛼 < 1 and 𝑢(𝑡) ∈ 𝐶1[𝑎, 𝑏]. 
 𝐼𝑡𝛼𝐷𝑡𝛼𝑢(𝑡) = 𝑢(𝑡) − 𝑢(𝑎). (2.15) 

Lemma 2.5. [47] Consider a function, which is a continuous 

on [0, +∞) and satisfies  

 𝐷𝑡𝛼𝑢(𝑡) ≤ 𝜃𝑢(𝑡), (2.16) 

where 0 < 𝛼 < 1 and θ is a constant. Then  𝑢(𝑡) ≤ 𝑢(0). 𝑒𝑥𝑝 ( 𝜃𝑡𝛼𝛤(𝛼+1)).  

Lemma 2.6. [47]- [49] Consider the system 𝐷𝑡𝛼𝑢(𝑡) = 𝑔(𝑡, 𝑢(𝑡)), 𝑡 > 𝑡0, (2.17) 

with in initial condition 𝑢(𝑡0), where 0 < 𝛼 ≤ 1and 𝑔: [𝑡0, ∞) × 𝐶 → 𝐻, 𝐶 ⊂ 𝐻. If 𝑔(𝑡, 𝑢(𝑡)) be locally Lipschitz 

continuous with regard to u(t), then ∃ unique solution of (2.17) 

on [𝑡0, ∞) × 𝐶 . 

Lemma2.7. [49] With respects to the continuous function with 

real values g( t , u(t) ), mentioned in (2.17), we have  ∥ 𝐼𝑡𝛼𝑔(𝑡, 𝑢(𝑡)) ∥≤ 𝐼𝑡𝛼 ∥ 𝑔(𝑡, 𝑢(𝑡)) ∥, 

 Where 𝛼 ≥ 0 and ∥⋅∥ indicates an arbitrary norm.  

MAIN RESULTS 

First we discuss about some important Lemma and results: In 2001, 

Verma [17] present following lemma:  

Lemma 3.1. [17] Solution of problem (1.4) are 𝑥∗ and 𝑦∗ iff  𝑦∗ = 𝑃𝐶(𝑥∗ − 𝜌𝑇𝑥∗) and 𝑥∗ = 𝑃𝐶(𝑦∗ − 𝜂𝑇𝑦∗), (3.1) 

where 𝜌, 𝜂 be a positive constant. 

The VIP (1.4), is similar to the system of Wiener-Hopf equations is 

now being considered. Let T be a nonlinear mapping from Hilbert 

space H to itself and 𝜌, 𝜂 > 0 be constant, we regard this problem to 

be to identify 𝑥∗, 𝑦∗, 𝑢∗, 𝑣∗ 
in H such that 

{𝑄𝐶(𝑣∗) + 𝜌𝑇𝑃𝐶(𝑢∗) = 𝑦∗ − 𝑥∗,𝑄𝐶(𝑢∗) + 𝜂𝑇𝑃𝐶(𝑣∗) = 𝑥∗ − 𝑦∗, (3.2)  

Where 𝑄𝐶 = 𝐼 − 𝑃𝐶  where I be an identity operator on H.  

In 2018, Narin Petrot and Jittiporn Tangkhawiwetkul [42] present the 

lemma, which show the equivalence of the problem (1.4) and (3.2).  

Lemma 3.2. [42] Let 𝑇: 𝐻 → 𝐻 be a continuous Lipschitz mapping. 

There are solutions to the system of VIP (1.4) as 𝑥∗, 𝑦∗ ∈ 𝐶 iff the 

system of equation (3.2) has solutions 𝑥∗, 𝑦∗, 𝑢∗, 𝑣∗ ∈ 𝐻, where 

 {𝑥∗ = 𝑃𝐶(𝑣∗),𝑦∗ = 𝑃𝐶(𝑢∗), (3.3) 

 {𝑢∗ = 𝑥∗ − 𝜌𝑇𝑥∗,𝑣∗ = 𝑦∗ − 𝜂𝑇𝑦∗. (3.4) 

We suggest the following generalized system of fractional order 

Wiener - Hope Dynamical system as follows:  {𝐷𝑡𝛼𝑥(𝑡) = 𝜆1{𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝜂𝑇𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) + 𝜂𝑇(𝑦) − 𝑥},𝐷𝑡𝛼𝑦(𝑡) = 𝜆2{𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝜌𝑇𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) + 𝜌𝑇(𝑥) − 𝑦}, 
(3.5)  

which 𝑥(𝑡0), 𝑦(𝑡0)
 
in C, 𝜆1, 𝜆2

 
are constant with real positive 𝑡0.  

Theorem 3.3. Let C be the real Hilbert space H's closed and convex 

subset, which is non-empty. Consider a Lipschitz continuous 

mapping T with constant 𝛽 from H to H. Then, for each 𝑥0, 𝑦0 ∈ 𝐻, 

generalized system of fractional order Wiener - Hope Dynamical 

system (3.5) has the exactly one continuous solutions, x(t), and y(t) 

with 𝑥(𝑡0) = 𝑥0
 
and 𝑦(𝑡0) = 𝑦0

 
over [𝑡0, ∞).  

Proof. let 𝜆1, 𝜆2
 
are two constants and the mapping G from cartesian 

product 𝐻 × 𝐻 to itself, define as follow: 𝐺(𝑥, 𝑦) = (𝑓(𝑥), ℎ(𝑦)),  
where  𝑓(𝑥) = 𝜆1{𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝜂𝑇𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) + 𝜂𝑇(𝑦) − 𝑥},and  ℎ(𝑦) = 𝜆2{𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝜌𝑇𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) + 𝜌𝑇(𝑥) − 𝑦}, 
for all x and y in H. We may now specify the norm ∥⋅∥1

 
on 𝐻 × 𝐻 by  ∥ (𝑥, 𝑦) ∥1=∥ 𝑥 ∥ +∥ 𝑦 ∥, ∀(𝑥, 𝑦) ∈ 𝐻 × 𝐻. (3.6) 

 

We known that 𝐻 × 𝐻 is a Hilbert space in regard to the norm ∥⋅∥1. 

First, G is a Lipschitz continuous mapping, as we shall demonstrate. 

For this let (𝑥1, 𝑦1), (𝑥2, 𝑦2) ∈ 𝐻 × 𝐻. We have ∥ 𝐺(𝑥1, 𝑦1) − 𝐺(𝑥2, 𝑦2) ∥1 = =∥ (𝑓(𝑥1), ℎ(𝑦1)) − (𝑓(𝑥2), ℎ(𝑦2)) ∥1 

=∥ (𝑓(𝑥1) − 𝑓(𝑥2), ℎ(𝑦1) − ℎ(𝑦2)) ∥1 =∥ 𝑓(𝑥1) − 𝑓(𝑥2) ∥ +∥ ℎ(𝑦1) − ℎ(𝑦2) ∥ 

=∥ 𝜆1{𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) − 𝜂𝑇𝑃𝐶(𝑥1 − 𝜌𝑇(𝑥1)) +𝜂𝑇(𝑦1) − 𝑥1} −(𝜆1{𝑃𝐶(𝑦2 − 𝜂𝑇(𝑦2)) − 𝜂𝑇𝑃𝐶(𝑔(𝑥2) −𝜌𝑇(𝑥2)) + 𝜂𝑇(𝑦2) − 𝑥2}) ∥+∥ 𝜆2{𝑃𝐶(𝑥1 − 𝜌𝑇(𝑥1)) −𝜌𝑇𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) + 𝜌𝑇(𝑥1) − 𝑦1} −(𝜆2{𝑃𝐶(𝑥2 −𝜌𝑇(𝑥2)) − 𝜌𝑇𝑃𝐶(𝑦2 − 𝜂𝑇(𝑦2)) + 𝜌𝑇(𝑥2) − 𝑦2}) ∥  = 𝜆1 ∥ 𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) − 𝜂(𝜇𝐹 − 𝑇𝑃𝐶(𝑥1 − 𝜌𝑇(𝑥1)) +𝜂𝑇(𝑦1) −𝑥1 − 𝑃𝐶(𝑦2 − 𝜂𝑇(𝑦2)) + 𝜂𝑇𝑃𝐶(𝑥2 −𝜌𝑇(𝑥2)) − 𝜂𝑇(𝑦2) + 𝑥2 ∥+𝜆2 ∥ 𝑃𝐶(𝑥1 − 𝜌𝑇(𝑥1)) −𝜌𝑇𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) + 𝜌𝑇(𝑥1) − 𝑦1 −𝑃𝐶(𝑥2 − 𝜌𝑇(𝑥2)) + 𝜌𝑇𝑃𝐶(𝑦2 − 𝜂𝑇(𝑦2)) − 𝜌𝑇(𝑥2) + 𝑦2 ∥ 
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≤ 𝜆1{∥ 𝑃𝐶(𝑦1 − 𝜂(𝜇𝐹 − 𝑇(𝑦1)) − 𝑃𝐶(𝑦2 − 𝜂𝑇(𝑦2)) ∥ +𝜂 ∥𝑇𝑃𝐶(𝑔(𝑥1) − 𝜌𝑇(𝑥1)) − 𝑇𝑃𝐶(𝑥2 − 𝜌𝑇(𝑥2)) ∥ +𝜂 ∥ 𝑇(𝑦1) −𝑇(𝑦2) ∥ +∥ 𝑥1 − 𝑥2 ∥} +𝜆2{∥ 𝑃𝐶(𝑥1 − 𝑠𝑇(𝑥1)) − 𝑃𝐶(𝑥2 −𝜌𝑇(𝑥2)) ∥ +𝜌 ∥ 𝑇𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) − 𝑇𝑃𝐶(𝑦2 −𝜂(𝑦2)) ∥ +𝜌 ∥𝑇(𝑥1) − 𝑇(𝑥2) ∥ +∥ 𝑦1 − 𝑦2 ∥} ≤ 𝜆1{∥ 𝑦1 − 𝜂𝑇(𝑦1) − (𝑦2 − 𝜂𝑇(𝑦2)) ∥ +𝜂𝛽 ∥ 𝑃𝐶(𝑥1 − 𝜌𝑇(𝑥1)) −(𝑃𝐶(𝑥2 − 𝜌𝑇(𝑥2))) ∥ +𝜂𝛽 ∥ 𝑦1 − 𝑦2 ∥  +∥ 𝑥1 − 𝑥2 ∥} + 𝜆2{∥ 𝑥1 −𝜌𝑇(𝑥1) − (𝑥2 − 𝜌𝑇(𝑥2)) ∥ +𝜌𝛽 ∥ 𝑃𝐶(𝑦1 − 𝜂𝑇(𝑦1)) − (𝑦2 −𝜂𝑇(𝑦2)) ∥ +𝜌𝛽 ∥ 𝑥1 − 𝑥2 ∥ +∥ 𝑦1 − 𝑦2 ∥} 

 ≤ 𝜆1{∥ 𝑦1 − 𝑦2 ∥ +𝜂𝛽 ∥ 𝑦1 − 𝑦2 ∥ +𝜂𝛽{∥ 𝑥1 − 𝑥2 ∥ +𝜌𝛽 ∥ 𝑥1 −𝑥2 ∥} + 𝜂𝛽 ∥ 𝑦1 − 𝑦2 ∥ +∥ 𝑥1 − 𝑥2 ∥} + 𝜆2{∥ 𝑥1 − 𝑥2 ∥ +𝜌𝛽 ∥ 𝑥1 −𝑥2 ∥ +𝜌𝛽{∥ 𝑦1 − 𝑦2 ∥ +𝜂𝛽 ∥ 𝑦1 − 𝑦2 ∥} + 𝜂𝛽 ∥ 𝑥1 − 𝑥2 ∥ +∥ 𝑦1 −𝑦2 ∥} ≤ 𝜆1{(1 + 2𝜂𝛽) ∥ 𝑦1 − 𝑦2 ∥ +(1 + 𝜂𝛽 + 𝜂𝜌𝛽2) ∥ 𝑥1 − 𝑥2∥} + 𝜆2{(1 + 2𝜌𝛽) ∥ 𝑥1 − 𝑥2∥ +(1 + 𝜌𝛽 + 𝜂𝜌𝛽2) ∥ 𝑦1 − 𝑦2 ∥} ≤ 𝜆1{(1 + 2𝛷𝛽) ∥ 𝑦1 − 𝑦2 ∥ +(1 + 𝛷𝛽 + 𝛷2𝛽2) ∥ 𝑥1 − 𝑥2∥} + 𝜆2{(1 + 2𝛷𝛽) ∥ 𝑥1 − 𝑥2∥ +(1 + 𝛷𝛽 + 𝛷2𝛽2) ∥ 𝑦1 − 𝑦2 ∥}≤ 𝛥{(1 + 2𝛷𝛽) ∥ 𝑦1 − 𝑦2 ∥ +(1 + 𝛷𝛽 + 𝛷2𝛽2)∥ 𝑥1 − 𝑥2 ∥} + 𝛥{(1 + 2𝛷𝛽) ∥ 𝑥1 − 𝑥2∥ +(1 + 𝛷𝛽 + 𝛷2𝛽2) ∥ 𝑦1 − 𝑦2 ∥}= 𝛥(1 + 2𝛷𝛽){∥ 𝑥1 − 𝑥2 ∥ +∥ 𝑦1 − 𝑦2∥} + 𝛥(1 + 𝛷𝛽 + 𝛷2𝛽2){∥ 𝑥1 − 𝑥2 ∥ +∥ 𝑦1 − 𝑦2 ∥} ≤ 2𝛥(1 + 2𝛷𝛽 + 𝛷2𝛽2){∥ 𝑥1 − 𝑥2∥ +∥ 𝑦1 − 𝑦2 ∥} = 2𝛥(1 + 𝛷𝛽)2{∥ 𝑥1 − 𝑥2 ∥ +∥ 𝑦1 − 𝑦2 ∥} = 2𝛥(1 + 𝛷𝛽)2{∥ (𝑥1 − 𝑥2, 𝑦1 − 𝑦2) ∥1}, 
where 𝛥 = 𝑚𝑎𝑥{𝜆1, 𝜆2}, 𝛷 = 𝑚𝑎𝑥{𝜌, 𝜂}. Then G is Lipschitz 

continuous on∥⋅∥1. Hence for each point (𝑥0, 𝑦0) ∈ 𝐻 × 𝐻, system 

(3.5) has precisely one continuous solution (x(t), y(t)), defined on 𝑡 ∈[𝑡0, 𝛤) with the initial conditions 𝑥(𝑡0) = 𝑥0
 
and 𝑦(𝑡0) = 𝑦0.  

Let [𝑡0, 𝛤) be the maximum period of existence. Now, we prove that 𝛤 = ∞. Under the assumptions made of T, the VIP (1.4) has unique 

solution, 𝑥∗, 𝑦∗ ∈ 𝐶, with 𝑥∗ = 𝑃𝐶(𝑦∗ − 𝜂𝑇(𝑦∗)), 𝑦∗ = 𝑃𝐶(𝑥∗ −𝜌𝑇(𝑥∗)),  
Let x and y be arbitrary element of Hilbert space H. Then, we have  ∥ 𝐺(𝑥, 𝑦) ∥1=∥ (𝑓(𝑥), ℎ(𝑦)) ∥1=∥ 𝑓(𝑥) ∥ +∥ ℎ(𝑦) ∥=∥ 𝜆1{𝑃𝐶(𝑦 −𝜂𝑇(𝑦)) − 𝜂𝑇𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) + 𝜂𝑇(𝑦) − 𝑥} ∥ +∥ 𝜆2{𝑃𝐶(𝑥 −𝜌𝑇(𝑥)) − 𝜌(𝑇𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) + 𝜌𝑇(𝑥) − 𝑦} ∥= 𝜆1{∥ 𝑃𝐶(𝑦 −𝜂𝑇(𝑦)) − 𝑥 ∥ +𝜂 ∥ 𝑇(𝑦) − 𝑇𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) ∥} + 𝜆2{∥ 𝑃𝐶(𝑥 −𝜌𝑇(𝑥)) − 𝑦 ∥ +𝜌 ∥ 𝑇(𝑥) − 𝑇𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) ∥} ≤ 𝜆1 ∥ 𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝑥 ∥ +𝜆1𝜂𝛽 ∥ 𝑦 − (𝑃𝐶(𝑥 − 𝜌𝑇(𝑥))) ∥ +𝜆2∥ 𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝑦 ∥ +𝜆2𝜌𝛽∥ 𝑥 − (𝑃𝐶(𝑦 − 𝜂𝑇(𝑦))) ∥ = (𝜆1 + 𝜆2𝜌𝛽) ∥ 𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝑥 ∥ +(𝜆2 + 𝜆1𝜂𝛽)∥ 𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝑦 ∥ ≤ (𝛥 + 𝛥𝛷𝛽){∥ 𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝑥 ∥ +∥ 𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝑦 ∥} ≤ (𝛥 + 𝛥𝛷𝛽){∥ 𝑃𝐶(𝑦 − 𝜂𝑇(𝑦)) − 𝑃𝐶(𝑦 ∗ −𝜂𝑇(𝑦 ∗)) ∥ +∥ 𝑃𝐶(𝑦 ∗ −𝜂𝑇(𝑦 ∗)) − 𝑥∗ ∥ +∥ 𝑥∗ − 𝑥 ∥ +∥ 𝑃𝐶(𝑥 − 𝜌𝑇(𝑥)) − 𝑃𝐶(𝑥∗ − 𝜌𝑇(𝑥∗) ∥ +∥ 𝑃𝐶(𝑥∗ − 𝜌𝑇(𝑥∗)) − 𝑦∗ ∥ +∥ 𝑦∗ − 𝑦 ∥} 

≤ (𝛥 + 𝛥𝛷𝛽){∥ 𝑥∗ − 𝑥 ∥ +∥ 𝑦∗ − 𝑦 ∥ +∥ 𝑦 − 𝜂𝑇(𝑦) − (𝑦∗ − 𝜂𝑇(𝑦∗)) ∥ +∥ 𝑥 − 𝜌𝑇(𝑥) − (𝑥∗ − 𝜌𝑇(𝑥∗)) ∥} ≤ (𝛥 + 𝛥𝛷𝛽){∥ 𝑥 − 𝑥∗ ∥ +∥ 𝑦 − 𝑦∗ ∥ +∥ 𝑦 − 𝑦∗ ∥ +𝛷𝛽∥ 𝑦 − 𝑦∗ ∥ +∥ 𝑥 − 𝑥∗ ∥ +𝛷𝛽 ∥ 𝑥 − 𝑥∗ ∥} = (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽){∥ 𝑥 − 𝑥∗ ∥ +∥ 𝑦 − 𝑦∗ ∥}= (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽){∥ 𝑥 ∥ +∥ 𝑥∗ ∥ +∥ 𝑦 ∥ +∥ 𝑦∗ ∥} = (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽){∥ 𝑥∗ ∥ +∥ 𝑦∗∥} + (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽){∥ 𝑥 ∥ +∥ 𝑦 ∥}= (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽)∥ (𝑥∗, 𝑦∗) ∥1+ (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽) ∥ (𝑥, 𝑦) ∥1, 
Hence,  ∥ 𝐷𝜔𝛼(𝑥(𝑡), 𝑦(𝑡)) ∥=∥ 𝐺(𝑥, 𝑦) ∥1≤ 𝑘1 + 𝑘2 ∥ (𝑥, 𝑦) ∥1, (3.7) 

where, 𝑘1 = (𝛥 + 𝛥𝛷𝛽)(2 + 𝛷𝛽) ∥ (𝑥∗, 𝑦∗) ∥1 and 𝑘2 = (𝛥 +𝛥𝛷𝛽)(2 + 𝛷𝛽). Taking the fractional integral of (3.7), we get 𝐼𝜔𝛼 ∥ 𝐷𝜔𝛼(𝑥(𝑡), 𝑦(𝑡)) ∥≤ 𝐼𝜔𝛼[𝑘1 + 𝑘2 ∥ (𝑥, 𝑦) ∥1], ≤ 𝑘1𝛤(𝛼) ∫𝑡0𝑡 (𝑡 −𝜏)𝛼−1𝑑𝜏 + 𝑘2𝛤(𝛼) ∫𝑡0𝑡 (𝑡 − 𝜏)𝛼−1 ∥ (𝑥(𝜏), 𝑦(𝜏)) ∥1 𝑑𝜏 =𝑘1(𝑡−𝑡0)𝛼𝛤(𝛼+1) 𝑘2𝛤(𝛼) ∫𝑡0𝑡 (𝑡 − 𝜏)𝛼−1 ∥ (𝑥(𝜏), 𝑦(𝜏)) ∥1 (3.8) 

 Using Lemma 2.4 & 2.7, we get  ∥ (𝑥(𝑡), 𝑦(𝑡)) ∥≤ {∥ (𝑥(𝑡0), 𝑦(𝑡0)) ∥ + 𝑘1(𝑡 − 𝑡0)𝛼𝛤(𝛼 + 1) } + 𝑘2𝛤(𝛼) ∫𝑡0𝑡 (𝑡− 𝜏)𝛼−1 ∥ (𝑥(𝜏), 𝑦(𝜏)) ∥1 𝑑𝜏 ≤ {∥ (𝑥(𝑡0), 𝑦(𝑡0)) ∥ + 𝑘1(𝑡−𝑡0)𝛼𝛤(𝛼+1) } 𝑒𝑥𝑝 {𝑘2(𝑡−𝑡0)𝛼𝛤(𝛼+1) },(3.9) 

Hence, from (3.9) , Consequently, the solution is bounded on [𝑡0, ∞). 

Therefore solution of generalize system of Wiener-Hopf dynamical 

system (3.5) is bounded on interval [𝑡0, 𝛤), if 𝛤 is finite. So, As a 

result, we say that 𝛤 = ∞. Hence system of generalized fractional 

order Wiener-Hopf dynamical system (3.5) has exactly one 

continuous solution, x(t), y(t) with 𝑥(𝑡0) = 𝑥0
 
and 𝑦(𝑡0) = 𝑦0

 
over [𝑡0, 𝛤]. This complete the proof.  

CONCLUSION  

For the conventional system of variational inequalities, we 

have introduced and analysed the system of non-integer order 

Wiener-Hopf dynamical systems. The projection approach is 

devised and used to analyse these system of fractional 

dynamical systems connected to the system of variational 

inequalities. Under certain acceptable conditions, we have 

demonstrated that these fractional order Wiener-Hopf 

dynamical systems have only one solution to a system of VIP. 

Recurrent neural networks can be designed using the 

described dynamical systems to address variational 

inequalities and associated optimisation issues. Another 

potential direction for future work is to observe the stability of 

system of non-inter order Wiener-Hopf resolvent dynamical 

system and its application.  
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1. Introduction

Theoretical research and practical applications of switched systems,
which contain a given finite number of subsystems and switching sig-
nals, have recently received a great deal of interest. When a link in a
network fails or is created, the connection topology frequently changes.
Because the reference trajectory is established over a finite period, an
ILC system repeatedly performs the same finite duration operation. The
duration is referred to as the pass length, and each repetition is referred
to as a pass. The system is brought back to its starting point when
each pass is finished, so that the next pass may begin. The systems
might diverge as a result of the states being reset, which could result in
positioning problems. Through repeated completion of the same tasks,
an ILC law that combines the knowledge from past passes with that
from the current pass can eventually bring the output to the reference
trajectory. Many ILC laws, including PID-type, P-type, and D-type
ILC, PD-type, have been suggested for various kinds of systems. For
instance, a hard disc drive’s track following duty, a wafer manufactur-
ing process’s temperature management task, etc. When we refer to an
extensive system, it means one that is made up of several subsystems
that are connected by the system’s extensive state vector, but each of
which is managed based on its own input and output data. Examples of
typical large scale systems include petrochemical operations, electricity
systems, networked control systems, etc. According to Chen at. al. [1],
a system for learning at the beginning that operates between two suc-
cessive iterations, establishes the starting position at a certain location,
and asymptotically converges is suggested.

In 1993, according to Hwangat. al. [2] the Derivative type ILC is
built for reliable continuous-time systems, which are linear, and by this,
we mean that the systems are fed a comparison of tracking error. One
of the key issues that occurs with switched systems is stability, which
has drawn the most attention. To analyze the stability of switched
systems, a variety of techniques have been developed, and numerous
helpful stability criteria have been defined in some articles. In order to
ensure system stability and improve system performance, the dwell-time
approach has been successful in determining the proper switching signals
for switched systems that are subject to controlled switching signals

Ruan at. al. [4] offer a PID type control update method that follows
non-repeated goal trajectories. The technique is demonstrated to be
limited in the Lp norm sense. It is well knowledge that many engineering
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systems inevitably have time delays. It is possible for the system to
become unstable if the time delays are not properly managed. A type
of time delay system known as a neutral system depends not only on
state delay but also on state derivative delay. In [3], the requirements
for switching delay systems’ delay-dependent exponential stability are
provided [5]-[10]. Due to its hybrid nature, a switched system typically
does not inherit subsystem characteristics [12].

In some cases, alternating between these reliable sub-systems may
even cause the switched system to become unstable. For instance, the
stability which is global exponential, trait of all subsystems cannot en-
sure the switched system has the same stability attribute. Therefore,
switched systems are not immediately applicable to typical design and
analysis techniques for systems without switching. Evidently, switched
systems are rife with uncertainty, which complicates the research of
switched systems even further. It is anticipated that adaptive control,
which is an effective method for researching ambiguous non-switched
systems, will also be useful for research of switched systems with un-
certainty [13]-[16]. In reality, this presumption is frequently unfounded
[9].

For a class of LCTSSs, which may be recognized by random time-
driven switching signals and observation noise interference, the learning
performance of a classic PD-type ILC scheme was examined by Xaun
Yang et al. in 2018 [18]. A necessary condition of convergence and ro-
bustness is derived by incorporating using some lemma, and the impact
of switching and noise is examined.

The rest of this essay is structured as follows. Preliminary, concept
property and lemma related information are given in Section 2. The
tracking effectiveness of a class of linear continuous time delay switched
systems with observation noise and state uncertainties using PD- type
ILC is examined in section 3. The paper is wrapped up in the final part.

2. Basic and Mathematical Formulation

Take into consideration a class of linear continuous time delay switch-
ing systems with state uncertainties:

(2.1)

{
ẋk(t) = Aσ(t)xk(t) +Dσ(t)xk(t− τ) +Bσ(t)uk(t) + ξk(t),

yk(t) = Cσ(t)xk(t) + wσ,k(t), t ∈ Ω = [0, T ],

here
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(1) k ∈ N represent the number of iterations, Ω = [0, T ] denotes
the time interval and t ∈ Ω denotes variable for time, τ denotes
delay in time;

(2) xk(t) be element Rn,, which stands for state vector, uk(t) is an
element in ∈ Rm, which stands for input vector and yk(t) is
element in Rl is output vector.

(3) wσ,k(t) ∈ Rl and ξk(t) denotes the bounded state disturbance
bounded observation noise with ‖wσ(i),k‖p ≤ wi,0 and ‖ξk(t)‖p ≤
bξ;

(4) Aσ(t) be the matrix in ∈ Rn×n, Bσ(t) be the matrix in Rn×m and

Cσ(t) are also matrix in Rl×n, this all type of matirx are known
as system matrices;

(5) σ : [0, T ] → Q, Q = {1, 2, · · · , q} over a period of time, [0, T ]
denotes a piecewise constant function which is known as the
switching rule.

Without harming generality, it is thought to be characterized as

(2.2) σ(t) = i =


1, t belong to [0, t1),

2, t belong to [t1, t2),
...

q, t belong to [tq−1, T ].

Therefore, the matrices group (Aσ(t), Bσ(t), Cσ(t), Dσ(t)), for σ(t) belong
to Q = {1, 2, · · · , q} are a component of the ensuing the following set

{(A1, B1, C1, D1), (A2, B2, C2, D2), · · · , (Aq, Bq, Cq, Dq)}
Satisfied (2.2), the system (2.1) is perhaps reformed as

(2.3)

{
ẋk(t) = Aixk(t) +Biuk(t) +Dixk(t− τ) + ξk(t),

yk(t) = Cixk(t) + wi,k(t), t belong to Ω = [0, T ], i ∈ Q.

Keep in mind that the dynamic system (2.3) can function repeatedly
across the range [0, T ] of time, which is finite, even if the precise dynam-
ics may not be known.

Consider the scheme, which is known as PD- type ILC as follows:
(2.4)
uk+1(t) = uk(t) + Γp,iek(t) + Γd,iėk(t), i ∈ Q = {1, 2, ·, q}, k = 1, 2, 3, ...

is imposed the kth term of error, which is denoted by ek(t) and define
as ek(t) = yd(t) − yk(t), for any t belong to finite time interval [0, T ]
is known as the tracking error, and Γd,i ∈ Rm×l and Γp,i ∈ Rm×l are
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known as derivative gains and proportional gains, respectively. The
purpose is that the output of the system (2.3) asymptotically converges
to the given targeted or reference trajectory, which is indicated by yd(t),
in time period t ∈ [0, T ] as exactly as feasible or when the iteration
number tence to infinity follows into the vicinity of yd(t), that is,

lim
k→∞
‖ek+1(·)‖p = 0 or lim

k→∞
sup‖ek+1(·)‖p ≤ η.

To object of this problem, to find the sequence {uk(t) : k ∈ Z+} such
that {yk(t)} tends to yd(t) for (2.1) with PD-type ILC scheme(2.2).

Definition 2.1. [18] Consider the vector valued function g : I ⊆ R+ →
Rn defined by

g(t) = [g1(t), g2(t), · · · , gn(t)]T ,

its Lebesgue -p norm is defined as

‖g(·)‖p =

[∫
I

(
max
1≤j≤n

{|gj(t)|}
)p

dy

] 1
p

, 1 ≤ p ≤ ∞.

Definition 2.2. [19]
For a given vector valued function f(t) ∈ Rn, g(t) ∈ Rn, the convolu-

tion integral is described as

(f ∗ g)(t) =

∫
I
f(t− s)g(s)ds.

From definition (2.1) and (2.2), The convolution integrals generalized
Young inequality (GYI) is stated as

(2.5) ‖f(·)‖q‖g(·)‖p ≥‖(f ∗ g)(·)‖r,
for all 1 ≤ p, q, r <∞ satisfying

1/r = 1/p+ 1/q.

In particular, if p and r are equal, then inequality (2.5) , we get

(2.6) ‖f‖1‖g‖p ≥‖f ∗ g‖p,
when p = r.

The following are the system’s (2.3) basic presumptions:
Assumption 1: Every operation begins at the same starting place. In
this paper, it’s thought to be so yd(0) = yk(0), for all k = 1, 2, · · · .
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Assumption 2: The given targeted or reference or desired output
yd(t) is invariant in the process of iteration over a time interval [0, T ].

Assumption 3: The switched sequence σ(t) still maintains iteration
invariance and at the first iteration, it is randomly chosen.

Assumption 4: For every t ∈ [0, T ], there is ∆xk(−t) = 0.

Assumption 5: Over every time sub-interval [ti−1, ti], i ∈ Q,, the ob-
servation noise is arbitrarily constrained, it means, wi,k(t) ≤ wi,0 where,
each time subinterval’s value of wi,0 is to little enough non-negative con-
stant.

Assumption 6: The state uncertainty (disturbance) is bounded, that
is, ‖ξk‖p ≤ bξ.

Assumption 7: Regarding the specified intended result
yd(t), the only thing present is a desired control input ud(t) and a

desired xd(t) s. t.{
ẋd(t) = Aixd(t) +Dixd(t− τ) +Biud(t) + ξd(t),

yd(t) = Cixd(t), t ∈ Ω = [0, T ], i ∈ Q.

Here τ denotes the time delay so that the dwell times of every subsystem
exceed the delay times. That is,

τ < ti − ti−1, ∀i ∈ Q.

3. Main Results

Lemma 3.1. [19] Assume that {bk} is a positive sequence of a real
sequence defined as follows:

bk ≤ c1bk−1 + c2bk−2 + · · ·+ cnbk−n + εk, k = n+ 1, n+ 2, · · · ,

with the starting value bl for every l = 1, 2, · · · , n, where {εk} is another
specified real sequence. If the coefficient satisfy cj ≥ 0 and

c =

n∑
j=1

cj < 1,
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then the lim supk→∞ εk ≤ ε implies that

lim sup
k→∞

bk ≤
ε

1− c
.

In particular, limk→∞ bk = 0, provided that ε = 0.

Theorem 3.2. Consider the scheme (2.4) that is imposed on the system
(2.3), which is defined by the switching rule (2.4) and is affected by
uncertainties and noise. Assume that the system (2.3) satisfies assumes
from A1 to A7. If the Ai, Bi, Ci and Di are system dynamics together
with the learning gains Γd,i and Γp,i satisfy

(3.1) ‖Ci exp(Ai · (·))(AiBiΓd,i +BiΓp,i)‖1+‖I −CiBiΓd,i‖∞ = ρi < 1,

for every sub-system, then the system output yk(t) can approach the
neighborhood of the targeted trajectory yd(t) in the whole time interval,
as the iteration num tends to infinity.

Proof. Firstly, consider the input control signal uk(t) in the kth trial over
time sub interval [ti−1, ti](i ∈ Q), the state response trajectory of the
system (2.3) is formally represented as

xk+1(t) = exp(Ai · (t− ti−1))xk+1(ti−1)

+

∫ t

ti−1

exp(Ai · (t− s))Dixk+1(s− τ)(s)ds

+

∫ t

ti−1

exp(Ai · (t− s))Biuk+1(s)ds

+

∫ t

ti−1

exp(Ai · (t− s))ξk+1(s)ds.
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Using the recursive relationship of tracking errors, the tracking error
ek+1(t) is therefore described as follows:

ek+1(t) = yd(t)− yk+1(t)

= yd(t)− yk(t)− [yk+1(t)− yk(t)]
= ek(t)− Ci exp(Ai · (t− ti−1))(xk+1(ti−1)− xk(ti−1))

− Ci
∫ t

ti

exp(Ai · (t− s))Di[xk+1(s− τ)− xk(s− τ)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))Bi[uk+1(s)− uk(s)]ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))[ξk+1(s)− ξk(s)ds− (wi,k+1(t)− wi,k).

(3.2)

Now, we consider the PD type ILC as an updating law (2.4), which is a
substitute in the above equation (3.2), we can easily calculate as follows:

ek+1(t) = ek(t)− Ci exp(Ai · (t− ti−1))(xk+1(ti−1)− xk(ti−1))

− Ci
∫ t

ti

exp(Ai · (t− s))Di[xk+1(s− τ)− xk(s− τ)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))Bi[Γp,iek(s) + Γd,iėk(s)]ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))[ξk+1(s)− ξk(s)ds− (wi,k+1(t)− wi,k)

= ek(t)− Ci exp(Ai · (t− ti−1))(xk+1(ti−1)− xk(ti−1))

− Ci
∫ t

ti

exp(Ai · (t− s))Di[xk+1(s− τ)− xk(s− τ)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))BiΓp,iek(s)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))[ξk+1(s)− ξk(s)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))BiΓd,iėk(s)ds− (wi,k+1(t)− wi,k).(3.3)
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By using the partial integration approach, it is possible to rearrange the
last term in equation (3.3) to become as follows:

Ci

∫ t

ti−1

exp(Ai · (t− s))BiΓd,iėk(s)ds

= Ci exp(Ai · (t− s))BiΓd,iek(s)
∣∣s=t
s=ti−1

− Ci
∫ t

ti−1

exp(Ai · (t− s))(AiBiΓd,i

+BiΓp,i)ek(s)ds.(3.4)

Substituing (3.4) into (3.3) yields

ek+1(t) = ek(t)− Ci exp(Ai · (t− ti−1))(xk+1(ti−1)− xk(ti−1))

− Ci
∫ t

ti

exp(Ai · (t− s))Di[xk+1(s− τ)− xk(s− τ)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))BiΓp,iek(s)ds

− Ci
∫ t

ti−1

exp(Ai · (t− s))[ξk+1(s)− ξk(s)ds

− Ci exp(Ai · (t− s))BiΓd,iek(s)
∣∣s=t
s=ti−1

− Ci
∫ t

ti−1

exp(Ai · (t− s))(AiBiΓd,i +BiΓp,i)ek(s)ds

− (wi,k+1(t)− wi,k).(3.5)

Step 1: If t belongs to the first sub-interval t ∈ Ω1. The first subsys-
tem is turned on in this situation. Taking t0 = 0, the tracking error’s
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recursive connection (3.4) becomes

ek+1(t) = ek(t)− Ci exp(A1 · (t))(xk+1(0)− xk(0))

− C1

∫ t

0
exp(A1 · (t− s))D1[xk+1(s− τ)− xk(s− τ)]ds

− C1

∫ t

0
exp(A1 · (t− s))B1Γp,iek(s)ds

− C1

∫ t

0
exp(A1 · (t− s))[ξk+1(s)− ξk(s)]ds

− C1 exp(A1 · (t− s))B1Γd,1ek(s)
∣∣s=t
s=ti−1

− C1

∫ t

0
exp(A1 · (t− s))(A1B1Γd,1

+B1Γp,1)ek(s)ds.− (w1,k+1(t)− w1,k).(3.6)

Using first assumption A1, which is (xk+1(0) − xk(0)) = 0. Thus, we
have

ek+1(t) = (I − C1B1Γd,1)ek(t)

− C1

∫ t

0
exp(A1 · (t− s))(A1B1Γd,1 +B1Γp,1)ek(s)ds

− C1

∫ t

0
exp(A1 · (t− s))D1[xk+1(s− τ)− xk(s− τ)]ds

− C1

∫ t

0
exp(A1 · (t− s))[ξk+1(s)− ξk(s)]ds

− (w1,k+1(t)− w1,k).(3.7)

Since ∆w1,k(t) = w1,k+1(t)− w1,k, then we get as follows:

ek+1(t) = (I − C1B1Γd,i)ek(t)− C1

∫ t

0
exp(A1(t− s))(A1 ·B1Γd,1

+B1Γp,1)ek(s)ds− C1

∫ t

0
exp(A1 · (t− s))D1∆xk(s− τ)ds

− C1

∫ t

t0

exp(A1 · (t− s))∆ξk(s)ds−∆w1,k(t).(3.8)

where ∆xk(s − τ) = xk+1(s − τ) − xk(s − τ), ∆ξk(s) = ξk+1(s) − ξk(s)
and ∆w1,k = w1,k+1(t)−w1,k(t). Firstly, applying the Lebesgue-p norm
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on two sides of the equation (3.8) and using the definitions (2.1) and
(2.2), we get

‖ek+1(·)‖p ≤ (‖(I − C1B1Γd,1)‖∞+‖C1 exp(A1(t− s))(A1 ·B1Γd,i

+B1Γp,1)‖1)ek(·)‖p+‖C1 exp(A1 · (t− s))D1‖p‖∆xk(s− τ)‖p
+‖ exp(A1(t− s)‖p‖∆ξk(t)‖p+‖∆w1,k(t)‖p
≤‖(I − C1B1Γd,1)‖∞‖ek(·)‖p+‖C1 exp(A1 · (t− s))

(A1B1Γd,1 +B1Γp,1)‖1‖ek(·)‖p
+‖C1 exp(A1(t− s))D1‖pγ0+‖C1 exp(A1 · (t− s)‖pbξ + 2bw1,0(3.9)

Where ‖∆xk(s− τ)‖p ≤ γ0, and we can observe that

‖∆ξk(t)‖p ≤‖ξk+1(t)‖p+‖ξk(t)‖p ≤ 2bξ,

‖∆w1,k(t)‖p ≤‖w1,k+1(t)‖p+‖w1,k(t)‖p ≤ 2w1,0,

So, ‖∆ξk(t)‖p and ‖∆w1,k(t)‖p are bounded by 2bξ and 2w1,0 respec-
tively. Taking the supremum of the equation (3.9) with the assumption
ρ1 < 1 and applying the Lemma 3.1, we conclude that

lim
k→∞
‖ek+1(·)‖p ≤

‖C1 exp(A1 · (t− s))D1‖pγ0
1− ρ1

+‖C1 exp(A1 · (t− s)‖pbξ + 2bw1,0

1− ρ1
=

δ1
1− ρ1

,(3.10)

over [0, t1), where δ1 =‖C1 exp(A1 · (t − s))D1‖pγ0+‖C1 exp(A1 · (t −
s)‖pbξ + 2bw1,0 . In other words, the 1st sub-system’s output can follow
the targeted trajectory towards a neighborhood on Ω1 = [0, t1).
Step 2: In the second step, t belongs to the second sub-system, [t1, t2),
The second subsystem is switched on in this situation. The tracking
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error (3.6) is expressed as follows:

ek+1(t) = ek(t)− C2 exp(A2 · (t− t1))(xk+1(t1)− xk(t1))

− C2

∫ t

t1

exp(A2 · (t− s))D2[xk+1(s− τ)− xk(s− τ)]ds

− C2

∫ t

t1

exp(A2 · (t− s))[ξk+1(s)− ξk(s)]ds

− C2 exp(A2 · (t− s))B2Γd,2ek(s)
∣∣s=t
s=t1

− C2

∫ t

t1

exp(A2 · (t− s))(A2B2Γd,2 +B2Γp,2)ek(s)ds

− (w2,k+1(t)− w2,k)

= (I − C2B2Γd,i)ek(t)

− C2

∫ t

t1

exp(A2 · (t− s))(A2B2Γd,2 +B2Γp,2)ek(s)ds

− C2 exp(A2 · (t− t1))∆xk(t1) + C2 exp(A2 · (t− t1))B2Γd,2ek(t1)

− C2

∫ t

t1

exp(A2 · (t− s))D2∆xk(s− τ)ds

− C2

∫ t

t1

exp(A2 · (t− s))∆ξk(s)ds+ ∆w2,k(t).

(3.11)

Where ∆x(t1) is equal to xk+1(t1)−xk(t1), ∆xk(s− τ) = xk+1(s− τ)−
xk(s− τ), ∆ξk(s) = ξk+1(s)− ξk(s) and ∆w2,k = w2,k+1(t)− w2,k(t).

Using the generalized Young inequality of the convolution integral
and the taking Lebesgue -p norm on both sides of the equation (3.11),
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and applying the definition (2.1) and (2.2), we can formulate as

‖ek+1(·)‖p
≤ (‖I − C2B2Γd,2‖∞+‖C2 exp(A2 · (·))(A2B2Γd,2 +B2Γp,2)‖1)‖ek(·)‖p

+‖C2 exp(A2 · (t− t1))‖p‖∆xk(t1)‖p+‖C2 exp(A2 · (·))D2‖p‖∆xk(s− τ)‖p
+‖C2 exp(A2 · (·))‖p‖∆ξk(t)‖p+‖C2 exp(A2 · (·))B2Γd,2‖p‖ek(t1)‖p

+‖∆w2,k(t)‖p

≤ (‖(I − C2B2Γd,2)‖∞+‖C2 exp(A2 · (·))(A2B2Γd,2 +B2Γp,2)‖1)‖ek(·)‖p
+‖C2 exp(A2 · (t− t1))‖p‖∆xk(t1)‖p+‖C2 exp(A2 · (·))D2‖pγ1
+‖C2 exp(A2 · (·))B2Γd,2‖p‖ek(t1)‖p+‖C2 exp(A2 · (·))‖pbξ + 2bw2,0

= ρ2‖ek(·)‖p+‖C2 exp(A2 · (t− t1))‖p‖∆xk(t1)‖p
+‖C2 exp(A2 · (t− s))D2‖pγ1

+‖C2 exp(A2 · (·))B2Γd,2‖p‖ek(t1)‖p+‖C2 exp(A2 · (t− s))‖pbξ + 2bw2,0 .
(3.12)

where ‖∆xk(s − τ)‖p ≤ γ1, ‖∆ξk‖p ≤ 2bξ, ‖∆w2,k‖p ≤ 2bw2,0 . It is seen
that the proving procedure starts with the first sub-interval Ω1 that

lim
k→∞
‖ek+1(·)‖p

≤
‖C1 exp(A1 · (t− s))D1‖pγ0+‖C1 exp(A1 · (t− s)‖pbξ + 2bw1,0

1− ρ1

=
δ1

1− ρ1
,

Where δ1 =‖C1 exp(A1 · (t− s))D1‖pγ0+‖C1 exp(A1 · (t− s)‖pbξ + 2bw1,0

satiesfy on first subinterval Ω1, which implies both limk→∞ sup‖∆xk(t1)‖p <
∞ and limk→∞ sup‖ek(t1)‖p <∞ are satiesfied. Now indecating
limk→∞ sup‖∆xk(t1)‖p = α1 and limk→∞ sup‖ek(t1)‖p = β1, the in-
equality (3.12) can be written as follows:

lim
k→∞

sup‖ek+1(·)‖p ≤ ρ2‖ek(·)‖p+‖C2 exp(A2 · (·))‖pα1

+‖C2 exp(A2 · (·))D2‖pγ1
+‖C2 exp(A2 · (·))B2Γd,2‖pβ1
+‖C2 exp(A2 · (·))‖pbξ + 2bw2,0 .(3.13)
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Again, applying Lemma 3.1, it follows that

lim
k→∞

sup‖ek+1(·)‖p ≤
1

ρ2
‖C2 exp(A2 · (·))‖pα1+‖C2 exp(A2 · (·))D2‖pγ1

+‖C2 exp(A2 · (·))B2Γd,2‖pβ1+‖C2 exp(A2 · (·))‖pbξ
+ 2bw2,0

=
δ2

1− ρ2
.(3.14)

where δ2 =‖C2 exp(A2 · (·))‖pα1+‖C2 exp(A2 · (·))D2‖pγ1+‖C2 exp(A2 ·
(·))B2Γd,2‖pβ1
+‖C2 exp(A2 · (·))‖pbξ + 2bw2,0 . Comparably repeating the aforemen-

tioned proof procedure for t l belong to ith sub-interval, that is t ∈
Ωi, (i = 1, 2, ·, q) and indicating limk→∞ sup‖∆xk(ti−1)‖p = αi−1 and
limk→∞ sup‖ek(ti−1)‖p = βi−1, In light of the inequalities, we may say

lim
k→∞

sup‖ek+1(·)‖p ≤
‖Ci exp(Ai · (·))‖pαi−1+‖Ci exp(Ai · (·))Di‖pγi−1

1− ρi

+
‖Ci exp(Ai · (·))BiΓd,i‖pβi−1+‖Ci exp(Ai · (·))‖pbξ + 2bwi,0

1− ρi

=
δi

1− ρi
,

(3.15)

satisfied on the time sub-interval Ωi, (i = 1, 2, · · · , q), where δi =‖Ci exp(Ai·
(·))‖pαi−1+‖Ci exp(Ai · (·))Di‖pγi−1
+‖Ci exp(Ai · (·))BiΓd,i‖pβi−1+‖Ci exp(Ai · (·))‖pbξ + 2bwi,0 . In other
words, throughout successive time intervals from Ω1 to Ωq, the output
can converge into a neighborhood of the targeted or reference or desired
output trajectory yd(t), and it also does for the whole time period Ω.
This proof is complete. �

Remark 3.3. If xk(t− τ) = 0 and ξk(0) = 0, ∀k ∈ N, then result become
same as in [18].

4. Conclusion

The impact of traditional PD-type ILC on the LCTDSS with state
uncertainties and observation noise has been examined in this study.
The findings demonstrate that the control method is convergent, despite
the fact that switching may take place at any instant when noise is
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present, and resilience may be ensured in the presence of bounded noise.
We examine the impact of environmental noise and state time delay on
tracking performance. There is also the option to analyze different ILC
types for systems with many inputs and outputs that have a nonlinear
continuous time delay.
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Abstract
In this paper, we study the degree of approximation of function in Besov space using Euler Hausdorff

product means of Fourier Series and we also deduce some corollaries of our main result.
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1 Introduction
In the last few decades several researchers have studied the degree of approximation of function in Lipschitz
class and Hölder space has been studied by [1,2,3,6,7] using different product summability means of Fourier
series on Conjugate Fourier also. Besov space describes the smoothness properties of functions and contain
many fundamental spaces such as Lipschitz space, Hölder space, etc. Mohanty et al. [4], Mohanty et al. [5],
Nigam et al. [8] studied the approximation function in Besov space by various summability means of their
Fourier series. In the present work , we obtain the degree of approximation of function in Besov space using
Euler Hausdorff product means.

2 Definitions and Notations
Let C2π = C[0, 2π] denotes the Banach space of all 2π- periodic continuous functions f defined on [0, 2π]
under the sup norm, and

Lp = Lp[0, 2π] = {f : [0, 2π]→ R;

∫ 2π

0

|f(x)|pdx <∞}, p ≥ 1,

be the space of all 2π- periodic integrable functions. The Lp- norm of function f is defined by

‖f‖p :=


(

1
2π

∫ 2π

0
|f(x)|pdx

) 1
p

, 1 ≤ p <∞
ess sup0<x≤2π |f(x)|, p =∞.

The kth order modulus of smoothness of signal f ∈ Lp, 0 < p ≤ ∞ is defined by
ωk(f, t)p = sup

0<h≤t

∥∥∇kh(f, ·)
∥∥
p′

where δkh(f, x) =
∑k
i=0(−1)k−i

(
k
i

)
f(x + ih), k ∈ N. For p = ∞, k = 1 and a continuous function f , the

modulus of smoothness ωk(f, t)p reduces to the modulus of continuity ω(f, t) also for 0 < p <∞ and k = 1
ωk(f, t)p becomes the integral modulud of continuity ω(f, t)p.
2.1 Lipschitz Space
If a function f ∈ C2π and ω(f, t) = O(tα), 0 < α ≤ 1 then f ∈ Lip α. If a function f ∈ Lp, 0 < p <∞ and
ω(f, t)p = O(tα), 0 < α ≤ 1 then f ∈ Lip(α, p). For p =∞, the class Lip(α, p) reduces to the class Lip α.

Let α > 0 be given and let k denote the smallest integer k > α that is, k = [α] + 1. For f ∈ Lp, if
ωk(f, t)p = O(tα), t > 0. Then the seminorm is

|f |Lip∗(α,p) = sup
t>0

(tαωk(f, t)p)

Thus Lip(α, p) ⊆ Lip∗(α, p).
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2.2 Hölder Space
For 0 < α ≤ p, let Hα = {f ∈ C2π : ω(f, t)} = O(tα). It is known that Hα is a Banach space with norm

‖f‖α = ‖f‖c + sup
t>0

(t−αω(t)), and ‖f‖0 = ‖f‖c
and Hα ⊆ Hβ ⊆ C2π for 0 < β ≤ α ≤ 1. The metric induced by the norm ‖·‖α on Hα is call the Hölder
metric.

For 0 < α ≤ 1 and 0 < p ≤ ∞, let

Hα,p := Hα,p[0, 2π] = {f ∈ C2π : ω(f, t)p = ◦(tα)}
with the norm ‖·‖α,p defined as follows:

‖f‖α,p = ‖f‖p + sup
t>0

(t−αω(f, t)p), for 0 < α ≤ 1 and ‖f‖0,p = ‖f‖p
then Hα,p is a Banach space for p ≥ 1 and a complete p-normed space for 0 < p < 1.

For
Hα,p ⊆ Hβ,p ⊆ Lp, for 0 < β ≤ α ≤ 1.

2.3 Besov Space
Let α > 0 be given, and let k = [α] + 1. For 0 < p, q ≤ ∞, the Besov space Bαq (Lp) is the collection of all
the 2π- periodic function f ∈ Lp such that

|f |Bαq (Lp) := ‖ωk(f, ·)‖α,q =

{ (∫ π
0

[t−αω(f, t)p]
q dt
t

) 1
q , 0 < q <∞

supt>0(t−αω(f, t)p), q =∞
is finite. It is known that above relation is a semi-norm if 1 ≤ p, q ≤ ∞, and a quasi-norm in other case.
The quasi-norm for Bαq (Lp) is

‖f‖Bαq (Lp) := ‖f‖p + |f |Bαq (Lp) = ‖f‖p + ‖ωk(f, ·)‖α,q .
For q 6=∞, Bαq (Lp) = Lip∗(α, p). When 0 < α < 1, the space Bαq (Lp) reduce to Hα,p and we take p = q =∞
and 0 < α < 1, the besov space reduce to the Hα.

We write through the paper

ϕ(x, t, u) =

{
ϕx+t(u)− ϕx(t), 0 < α < 1

ϕx+t(u) + ϕx−t(u)− 2ϕx(u), 0 ≤ α < 2.

Theorem 2.1. The Hausdroff matrix summability transform of sk(f ;x) by tHn (x), we get

tHn (x) =

n∑
k=0

hn,ksk(f ;x).

The (E, q) transform of tHn denoted by KEH
n is given by

KEH
n = (1 + q)−n

n∑
k=0

(
n

k

)
qn−k

k∑
v=0

hn,ksk(f ;x)

and

Mn(u) =
(1 + q)−n

2π

n∑
k=0

(
n

k

)
qn−k

k∑
v=0

∫ 1

0

(
k

v

)
zv(1− z)k−vdα(z)

sin
(
v + 1

2

)
u

sin u
2

du.

3 Main Theorem
Let f be 2π-periodic functions and Lebsesgue integrable for 0 ≤ β < α < 2. The best error approximation
of f in the Besov space Bαq (Lp) p ≥ 1, 1 < q ≤ ∞ by KEH

n transform of its Fourier series is given by

En(f) =
∥∥TEHn (·)

∥∥
Bαq (Lp)

= O(1)


(n+ 1)−1, α− β − q−1 > 1

(n+ 1)−α+β+q−1

, α− β − q−1 < 1

(n+ 1)−1[log(n+ 1)π]1−q
−1

, α− β − q−1 = 1.

ϕ
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4 Lemmas
We need following lemmas in the proof of our main result.

Lemma 4.1. ([1]) |Mn(u)| = O(n+ 1), for 0 ≤ u ≤ 1
(n+1) .

Lemma 4.2. ([1]) |Mn(u)| = O((n+ 1)−1u−2) for 1
(n+1) ≤ u ≤ π.

Lemma 4.3. ([4]) Let 1 ≤ p ≤ ∞, and 0 < α < 2. If f ∈ Lp then for 0 < t, u ≤ π
(i) ‖ϕ(·, t, u)‖p ≤ 4ωk(f, t)p

(ii) ‖ϕ(·, t, u)‖p ≤ 4ωk(f, u)p,
(iii) ‖ϕ(u)‖ ≤ 2ωk(f, u)p,

where k = [α] + 1.

Lemma 4.4. ([4]) Let 0 < β < α < 2. If f ∈ Bαq (Lp), p ≥ 1, 1 < 1 <∞, then∫ π

0

|Mn(u)|
(∫ u

0

‖ϕ(·, t, u)‖qp
tβq

dt

t

) 1
q

= O(1)

{∫ π

0

(uα−β |Mn(u)|) q
q−1 du

}1− 1
q

= O(1)

{∫ π

0

(
uα−β+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

.

Lemma 4.5. ([4]) Let 0 ≤ β < α < 2 and f ∈ Bαq (Lp), p ≥ 1, q =∞ then

sup
0<t,u≤π

(t−β ‖ϕ(·, t, u)‖p) = O(uα−β).

Lemma 4.6. (i) Nn(y, t) =
∫ π

0
Mn(u)φ(y, t, u),

(ii) ωk(Tr, t) = ‖Nn(·, t)‖p.

5 Proof of the Main theorem
5.1 Case I:
For 1 < q <∞, p ≥ 1, 0 ≤ β < α < 2.

Proof. We have

sk(f ;x)− f(x) =
1

2π

∫ π

0

ϕ(x, t)
sin
(
k + 1

2

)
t

sin t
2

dt.

The Hausdorff matrix summability transform of sk(f ;x) by tHn (x), we get

tHn (x)− f(x) =

n∑
k=0

hn,k{sk(f ;x)− f(x)}

=
1

2π
ϕ(x, t)

n∑
k=0

(
n

k

)
∆n−k

(∫ 1

0

zkdα(z)

)
sin
(
k + 1

2

)
t

sin t
2

dt

=
1

2π
ϕ(x, t)

n∑
k=0

∫ 1

0

(
n

k

)
zk(1− z)n−kdα(z)

sin
(
k + 1

2

)
t

sin t
2

dt. (5.1)

The (E, q) transform of tHn denoted by KEH
n is given by

KEH
n − f(x) = (1 + q)−n

n∑
k=0

(
n

k

)
qn−k{tHn (x)− f(x)}

= (1 + q)−n
n∑
k=0

(
n

k

)
qn−k

{
1

2π

∫ π

0

ϕ(x, t)

k∑
v=0

∫ 1

0

(
k

v

)
zv(1− z)k−vdα(z)

sin
(
v + 1

2

)
t

sin
(
t
2

) dt

}

= (1 + q)−n
n∑
k=0

(
n

k

)
qn−k

{
1

2π

∫ π

0

ϕ(x, u)

k∑
v=0

∫ 1

0

(
k

v

)
zv(1− z)k−vdα(z)

sin
(
v + 1

2

)
u

sin
(
u
2

) du

}
( Replacing t by u)
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=

∫ π

0

ϕx(u)Mn(u)dt. (5.2)

Let

Tn(x) = KEH
n (x)− f(x) =

∫ π

0

ϕ(x, u)Mn(u)dt. (5.3)

Using the definition of Besov norm, we have

‖f‖Bαq (Lp) : = ‖f‖p + |f |Bαq (Lp) = ‖f‖p + ‖ωk(f, ·)‖α,q .
‖Tn(·)‖Bβq (Lp) = ‖Tn(·)‖p + ‖ωk(Tn, ·)‖β,q . (5.4)

Using Lemma 4.3(iii), we get

‖Tn(·)‖p ≤
∫ π

0

‖ϕ(u)‖p |Mn(u)|du ≤
∫ π

0

2ωk(f, u)p|Mn(u)|du. (5.5)

Employing Hölder inequality, we have

‖Tn(·)‖p ≤ 2

{∫ π

0

(
uα+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q
{∫ π

0

(
ωk(f, u)p

uα+ 1
q

)q
du

} 1
q

.

Making an appeal to Besov space definition , we establish

‖Tn(·)‖p = O(1)

{∫ π

0

(
uα+ 1

q |Mn(u)|
) q
q−1

}1− 1
q

= O(1)

O(1)

{∫ 1
n+1

0

(
uα+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

+ O(1)


{∫ π

1
n+1

(
uα+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q




= O(1)(E +H). (5.6)

Using Lemma 4.1 in E of (5.6), we attain

E =

{∫ 1
n+1

0

(
uα+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

O

{∫ 1
n+1

0

(
uα+ 1

q (n+ 1)
) q
q−1

du

}1− 1
q

=

{
(n+ 1)

q
q−1

∫ 1
n+1

0

(
uα+ 1

q

)
du

}1− 1
q

= O(n+ 1)−α. (5.7)

Emplying Lemma 4.2 in H of (5.6), we derive

H =

{∫ π

1
n+1

(
uα+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

=

{∫ π

1
n+1

(
uα+ 1

q
1

(n+ 1)u2

) q
q−1

du

}1− 1
q

=

{∫ π

1
n+1

(
uα+ 1

q−2 1

(n+ 1)

) q
q−1

du

}1− 1
q

= O(n+ 1)−1

{∫ π

1
n+1

u
q
q−1 (α−1)−1du

}1− 1
q

O(1)


(n+ 1)−1, α > 1

(n+ 1)−α, α < 1

(n+ 1)−1[log(n+ 1)π]1−q
−1

α = 1.

(5.8)
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So, we get

‖Tn(·)‖p = O(1)


(n+ 1)−1, α > 1

(n+ 1)−α, α < 1

(n+ 1)−1[log(n+ 1)π]1−q
−1

α = 1.

(5.9)

By using generalized Minkowskis inequality and Lemma 4.4, we have

‖ωk(Tn, ·)‖ =

{∫ π

0

(
ωk(Tn, t)p

tβ

)q
dt

t

} 1
q

=

{∫ π

0

(‖Nn(·, t)‖p
tβ

)q
dt

t

} 1
q

=

∫ π

0

|Mn(u)|du
{∫ u

0

‖ϕ(·, t, u)‖qp
tβq

dt

t

} 1
q

+

∫ π

0

|Mn(u)|du
{∫ π

u

‖ϕ(·, t, u)‖qp
tβq

dt

t

} 1
q

= O(1)

{∫ π

0

(uα−β |Mn(u)| q
q−1 )du

}1− 1
q

+ O(1)

{∫ π

0

(uα−β+ 1
q |Mn(u)| q

q−1 )du

}1− 1
q

= O(1)(E1 +H1). (5.10)

Now, (a+ b)r ≤ ar + br for positive a, b and 0 < r ≤ 1 for r = 1− 1
q < 1. we have

E1 =

{∫ π

0

(uα−β |Mn(u)| q
q−1 )du

}1− 1
q

≤
{(∫ 1

n+1

0

+

∫ π

1
n+1

)
(uα−β |Mn(u)|) q

q−1

}1− 1
q

= E11 + E12. (5.11)

Using Lemma 4.1, we have

E11 =

{∫ 1
n+1

0

(uα−β |Mn(u)|) q
q−1 du

}1− 1
q

=

{∫ 1
n+1

0

(uα−β(n+ 1))
q
q−1 du

}1− 1
q

= O
{

(n+ 1)−α+β+ 1
q

}
. (5.12)

Using Lemma 4.2 in E12, we have

E12 =

{∫ π

1
n+1

(uα−β |Mn(u)|) q
q−1 du

}1− 1
q

=

{∫ π

1
n+1

(
uα−β

1

(n+ 1)u2

) q
q−1

du

}1− 1
q

= O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+ 1
q , α− β − 1

q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(5.13)

Combining (5.11)(5.12) and (5.13), we establish

E1 = O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+ 1
q , α− β − 1

q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(5.14)

258



Now,

H1 =

{∫ π

0

(
uα−β+ 1

q |Mn(u)|
) q
q−1

}1− 1
q

≤
{(∫ 1

n+1

0

+

∫ π

1
n+1

)(
uα−β+ 1

q |Mn(u)|
) q
q−1

}1− 1
q

= H11 +H12. (5.15)

Using Lemma 4.1 in H11, we derive

H11 =

{∫ 1
n+1

0

(
uα−β+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

=

{∫ 1
n+1

0

(
uα−β+ 1

q (n+ 1)
) q
q−1

du

}1− 1
q

= O{(n+ 1)−α+β}. (5.16)

Using Lemma 4.2 in H12, we obtain

H12 =

{∫ π

1
n+1

(
uα−β+ 1

q |Mn(u)|
) q
q−1

du

}1− 1
q

=

{∫ π

1
n+1

(
uα−β+ 1

q
1

(n+ 1)u2

) q
q−1

du

}1− 1
q

= O(1)


(n+ 1)−1, α− β > 1

(n+ 1)−α+β , α− β < 1

(n+ 1)−1[log(n+ 1)π]1−q
−1

, α− β = 1.

. (5.17)

Combining (5.15), (5.16) and (5.17), we get

H1 = O(1)


(n+ 1)−1, α− β > 1

(n+ 1)−α+β , α− β < 1

(n+ 1)−1[log(n+ 1)π]1−q
−1

, α− β = 1.

. (5.18)

From (5.10), (5.14) and (5.18), we obtain

‖ωk(Tn, ·)‖β,q = O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+ 1
q , α− β − 1

q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(5.19)

From (5.4), (5.9) and (5.19), we derive

‖Tn(·)‖Bβq (Lp) = O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+ 1
q , α− β − 1

q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(5.20)

5.2 Case II
For q =∞, 0 ≤ β < α < 2.

‖Tn(·)‖Bβ∞(Lp) = ‖Tn(·)‖p + ‖ωk(Tn, ·)‖β,∞ . (5.21)

Using condition ωk(f, t) = O(tα), t > 0 in (5.5), we have

‖Tn(·)‖p =

∫ 2π

0

2ωk(f, u)|Mn(u)|du

= O(1)

{∫ 1
n+1

0

|Mn(u)|uαdu+

∫ π

1
n+1

|Mn(u)|uαdu
}
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= O(1)[E2 +H2]. (5.22)

Applying Lemma 4.1, we have

E2 =

∫ 1
n+1

0

|Mn(u)|uαdu

≤
∫ 1

(n+1)

0

uα(n+ 1)du

= (n+ 1)−α. (5.23)

Using Lemma 4.2, we derive

H2 =

∫ π

1
n+1

|Mn(u)|uαdu

≤ 1

n+ 1

∫ π

1
n+1

uα
1

u2
du

=


(n+ 1)−1, α > 1

(n+ 1)−α, α < 1

(n+ 1)−1[log(n+ 1)π], α = 1.

(5.24)

An appeal to (5.22), (5.23) and (5.24), gives

‖Tn(·)‖p = O(1)


(n+ 1)−1, α > 1

(n+ 1)−α, α < 1

(n+ 1)−1[log(n+ 1)π], α = 1.

(5.25)

Making an appeal to generalized Minkowaskis inequality and Lemma 4.6, we derive

‖ωk(Tn, ·)‖β,q = sup
t>0

(t−βωk(Tn, t)p)

= sup
t>0

(t−β ‖Nn(·, t)‖p)

= sup
t>0

[
t−β

(
1

2π

∫ 2π

0

|Mn(u)||ϕ(x, t, u)du|pdx
) 1
p

]

= sup
t>0

[
t−β

(
1

2π

)p ∫ 2π

0

{|Mn(u)|p|ϕ(x, t, u)|pdx} 1
p du

]
=

∫ π

0

(
sup
t>0

t−β ‖ϕ(·, t, u)‖p
)
|Mn(u)|du

= O(1)

∫ π

0

uα−β |Mn(u)|du

= O(1)

[(∫ 1
n+1

0

+

∫ π

1
n+1

)
uα−β |Mn(u)|du

]
= O(1)(E3 +H3). (5.26)

Using Lemma 4.1 in E3, we have

E3 =

∫ 1
n+1

0

uα−β |Mn(u)|du = O{(n+ 1)α−β}. (5.27)

Making an appeal to Lemma 4.2 in H3, we derive

H3 =

∫ π

1
n+1

uα−β |Mn(u)|du

= O(1)
1

n+ 1

∫ π

1
n+1

uα−β−2du
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= O(1)


(n+ 1)−1, α− β > 1

(n+ 1)−α−β , α− β < 1

(n+ 1)−1[log(n+ 1)π], α− β = 1.

(5.28)

An appeal to (5.26), (5.27) and (5.28) gives

‖ωk(Tn, ·)‖β,∞ = O(1)


(n+ 1)−1, α− β > 1

(n+ 1)−α−β , α− β < 1

(n+ 1)−1[log(n+ 1)π], α− β = 1.

(5.29)

Emplying (5.21), (5.25) and (5.29), we establish

‖Tn(·)‖Bβ∞(Lp) = O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+ 1
q , α− β − 1

q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(5.30)

6 Some Proposition
The following corollary can be derived from our main theorem.

Corollary 6.1. The best Error approximation of f in the Besov space Bαq (Lp), p ≥ 1, 1 < q ≤ ∞, by
(E, q)(C, δ) means of its Fourier series is given by

En(f) = ‖Tn(·)‖Bαq (Lp) = O(1)


(n+ 1)−1, α− β − 1

q > 1,

(n+ 1)−α+β+q−1

, α− β − 1
q < 1,

(n+ 1)−1 log[(n+ 1)π]1−q
−1

α− β − 1
q = 1.

(6.1)

Remark 6.1. Corollary 6.1 can be further reduce in (E, 1)(C, δ) means, (E, q)(C, 1) means and (E, 1)(C, 1)
means.

7 Conclusion
Many researchers use various summability means to obtain the degree of approximation of functions in various
spaces such as Lipschitz space, Hölder space etc. Because the Besov space generalizes to more elementary
function, this space is very effective at measuring the regularity of functions. Our result generalizes many
known results obtained using the Lipschitz space.
Acknowledgement. Author would like to express their deep gratitude to Editors and Reviewers for their
valuable suggestion, to bring the paper in present form.
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